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ABSTRACT 
 
Following the development of the artificial intelligence, the 
research of reinforcement learning of multi agent and the 
neural network become more and more prevail. The Q 
learning algorithm, as a kind of reinforcement learning, is a 
kind of online learning method. Following increasing of the 
scale of the problem, the exploration space becomes too 
enormous to deal with by the traditional Q learning 
algorithm. The neural network, as a kind of self-organization, 
self-adaptive and supervised method on learning, can hide 
the inner continuous connection between the input and the 
output of problem. The combination of the neural network 
with Q learning algorithm, which called back-propagation 
neural network based Q learning algorithm (BPNNQ), can 
reduces the exploration space remarkably, by take advantage 
of the neural network and the Q learning reinforcement 
learning methods. How to avoid falling into local optimal 
solution is another difficult problem in machine learning. 
Through the using of the Boltzmann distribution strategy in 
the BPNNQ algorithm, the locale optimal solution is solved 
to a certain extent. 
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